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We show that visual interference impairs people’s ability to make use of visual knowledge.
These results provide strong evidence that making use of stored visual knowledge—long-
term memory of what things look like—depends on perceptual mechanisms. In the first
set of studies, we show that presenting visual noise patterns during or after hearing a ver-
bal cue greatly reduces the effectiveness of the cue on a simple visual discrimination task.
In the second experiment, participants were tasked with answering questions about visual
features of familiar objects, e.g., verifying that tables have flat surfaces. Accuracy in
answering visual, but not encyclopedic questions was reduced when viewing colorful noise
patterns. This result is most parsimoniously explained by positing that judgments required
activation of visual representations that were being interfered with when viewing irrele-
vant patterns. Although much of our conceptual knowledge may abstract away from per-
ceptual details, knowledge of what things look like appears to be represented in a visual
format.

� 2016 Published by Elsevier Inc.
Introduction

Much of what people know about objects comes from
visual experience (Cree & McRae, 2003; Hoffman &
Lambon Ralph, 2013). For example, our knowledge that
alligators are animals with sharp teeth and long tails
comes at least in part from seeing alligators, even if only
in pictures. Yet, many have argued that although we learn
many things via our sense of vision, the visual knowledge
itself (also called visual long-term memory) is amodal—
represented and accessed independently of perceptual pro-
cesses (Caramazza, Hillis, Rapp, & Romani, 1990; Pinker,
1994; Pylyshyn, 1986; Tulving, 1972). Apparently contra-
dicting this amodal view are studies showing that asking
people to think about what things look like elicits patterns
of neural activity that overlap with patterns evoked by
actual visual processing (Amsel, Urbach, & Kutas, 2014;
Martin, 2007; Simmons et al., 2007). At present, however,
there is little direct evidence for the causal involvement
of visual processes in making use of visual knowledge
(Mahon & Caramazza, 2008; Papeo, Pascual-Leone, &
Caramazza, 2013). It remains possible that the perceptual
activation measured in such tasks is epiphenomenal or
reflects explicit mental imagery (Albers, Kok, Toni,
Dijkerman, & de Lange, 2013; Kosslyn, Ganis, &
Thompson, 2001; Naselaris, Olman, Stansbury, Ugurbil, &
Gallant, 2015). If, however, it can be shown that disrupting
visual processes disrupts visual knowledge (and specifically
visual knowledge),1 a parsimonious conclusion would be
that this visual knowledge was at least partly constituted
by the now disrupted representations.

To establish whether visual knowledge and visual per-
ception rely on common mechanisms, we interfered with
olish the
at visual
dge.
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visual perception and measured the impact of this interfer-
ence on simple behavioral tests of visual knowledge. To
foreshadow the results: In Experiments 1A–1C, visual
interference reduced a robust verbal cueing effect where
hearing the name of an object speeds its visual recognition.
These results show that the effect of hearing verbal cues on
visual recognition (e.g. the benefit of hearing ‘‘dog” on rec-
ognizing a picture of a dog) results from the label activat-
ing visual representations that can be disrupted by
irrelevant visual input. In Experiment 2, we extend these
results to a completely linguistic domain and find that
visual interference impaired accuracy in verifying state-
ments concerning visual properties of common categories,
e.g., that tables have flat surfaces, but left encyclopedic and
otherwise nonvisual knowledge, e.g., that tables are
furniture, unaffected. These results provide compelling
A B

C

Fig. 1. Visual interference reduces verbal cueing of visual knowledge. (A) A sampl
a valid verbal cue prior to deciding which of the two images was upright. (C) Resu
word cues. Valid cues improved performance (size of green bars) and invalid cu
bars) relative to baseline in which the verbal cue was replaced with uninforma
visual interference. (B) A sample trial from Experiment 1B which included trials in
cue. (D) Results from Experiment 1B when interference was presented during or a
even when the interference was delayed. Error bars show ±1 SE of coefficient e
evidence that perceptual representations are at least
partly constitutive of our knowledge of what things look
like.

Experiment 1A: Visual interference disrupts verbal
cueing of visual recognition

Hearing a name affects visual recognition of the named
category. For example, in the task depicted in Fig. 1A, hear-
ing ‘‘tree” prior to seeing pictures of an upright and an
upside-down tree makes it easier to recognize which tree
is upright and which is upside-down (a validity advantage)
while slowing performance on judging the orientation of
another object, e.g., a car (an invalidity cost) relative to
baseline trials on which no word is heard (Lupyan &
Thompson-Schill, 2012).
D

e trial from Experiment 1A in which visual interference is presented during
lts of Experiment 1A when interference was presented during the auditory
es (e.g., ‘‘dog” preceding tree pictures) impaired performance (size of red
tive white noise. The total cueing effect (size of full bar) was reduced by
which the visual interference was delayed until the offset of the auditory
fter the word cues. The total cueing effect was reduced to a similar extent
stimates.
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This type of cueing effect can be explained in two ways.
If the knowledge of what objects look like is represented
outside the visual system in an amodal format, then the
verbal cueing effect may affect performance by activating
abstract, non-perceptual representations such as lists of
category features or nodes in a semantic network to which
the target picture is then matched. Precisely such a
mechanism is thought to underlie classic semantic prim-
ing effects (e.g., being faster to verify that ‘‘doctor” is a
word after hearing the semantically related ‘‘nurse”)
(Caramazza et al., 1990; Collins & Loftus, 1975; Firestone
& Scholl, 2015). On an alternative view (Barsalou,
Simmons, Barbey, & Wilson, 2003; Lupyan & Thompson-
Schill, 2012), the word activates a perceptual representa-
tion of the object, aiding in processing subsequently
presented visual inputs: in this case, helping to discrimi-
nate the target in its canonical orientation from a target
in a non-canonical orientation. On this latter view, the
visual knowledge of e.g., what dogs look like is being
instantiated by the word ‘‘dog” within the perceptual sys-
tem. While both accounts predict the same pattern of
behavioral performance, recent electrophysiological
evidence from ERPs (Boutonnet & Lupyan, 2015) has found
that verbal cues modulate the early visual response
component (P100) in a way that correlated with visual
recognition performance following the verbal cue. This
finding lends support to the idea that labels activate
perceptual information (see also Lupyan & Ward, 2013;
Meteyard, Zokaei, Bahrami, & Vigliocco, 2008).

The use of visual interference, however, makes for an
especially strong test of the hypothesis that the changes in
visual recognition after processing a verbal label are due to
the label activating perceptual states. We hypothesized that
if the cueing effect results from the activation of visual rep-
resentations then visual interference occurring prior to the
onset of the target images would reduce or eliminate the
effect of the verbal cue on subsequent image recognition.

Methods

Participants
We recruited 25 University of Wisconsin-Madison

undergraduates for course credit.

Materials
We selected 38 color line-drawings (Rossion & Pourtois,

2004) on the basis of their high imageability scores.
Selected drawings pictured familiar animals and objects
(e.g., alligator, bottle, giraffe, piano, snowman, tree, zebra).
Images and accompanying masks subtended �8� � 8�
visual angle. Verbal cues (the names of the objects: ‘‘alliga-
tor”, ‘‘bottle,” etc.) were recorded by a female speaker at a
normal reading rate, and ranged from 500 ms to 1000 ms.
Each participant was randomly assigned to receive 10 of
the 38 possible categories.

Procedure
On each trial, participants heard an auditory cue fol-

lowed by the presentation of two pictures varying only in
their orientation and had to determine which picture was
correctly oriented (Fig. 1A). All trials began with a central
fixation cross displayed for 1000 ms, after which an audi-
tory cue was played through the headphones. On 50% of
all trials, the cue was a word. On the remaining trials,
which provided a measure of baseline performance, partic-
ipants heard uninformative white noise (700 ms duration
to match the average duration of the verbal cues).

Of the word-cued trials, the word validly identified the
subsequently presented pictures 75% of the time (e.g., ‘‘ze-
bra” followed by two zebras). On the remaining 25% of the
word-cued trials, the cue was invalid, e.g., participants
might hear ‘‘dog” followed by two alligators.

On a random 50% of all trials, participants saw visual
interference in the form of colorful rectangles with sizes,
colors, and positions alternating at �60 Hz. Visual interfer-
ence was presented during the auditory cue. After auditory
cue offset, the visual interference patterns were replaced
by two rectangular frames that marked the location of
the to-be-presented images. After approximately 400 ms,
the two rectangles were filled with the target images.
One of the images was upright and the other upside down.
The images were visible for 200 ms after which they were
replaced by a central question mark prompt indicating that
the participant should press the key corresponding to the
side (left or right) that displayed the upright image. Partic-
ipants responded using the keyboard. If a participant did
not respond in 1500 ms, a timeout prompt was displayed,
and the trial was discarded from analyses.

Participants began by completing 10 practice trials.
During these practice trials only, participants received
auditory feedback (a bleep sound for correct answers and
a buzz for errors). Participants completed 320 test trials,
with three evenly spaced breaks. Trials were pseudo-
randomized to minimize the number of times the same
picture target appeared on back-to-back trials.

Exclusion criteria
One of the participants did not complete the experi-

ment and the data were excluded. Data from three addi-
tional participants were excluded due to slow response
times and exceedingly high error rates (�15%).

Statistical modeling
Response times (ms) for correct responses on the test

trials were fit with mixed linear regression models (lme4
package; Bates, Maechler, Bolker, & Walker, 2014) in R (R
Core Team, 2014). We report coefficients corresponding
to the cueing effect—the difference in RTs between valid,
noise, and invalid cues—with corresponding 95% confi-
dence intervals. In the models, we allowed the overall
response time to vary by participant (random intercepts).
The verbal cueing effect—the difference between response
times on valid and invalid trials relative to the noise trials—
was estimated in the regression models by creating two
orthogonal contrasts: one which contrasted the effect of
a valid cue versus an invalid cue, and another which con-
trasted the effect of verbal cues versus nonverbal (noise)
cues. Both contrasts were allowed to interact with the
visual interference condition. Degrees of freedom for
multi-level regression models (and subsequent signifi-
cance tests) were estimated using the lmerTest package
(Kuznetsova, Brockhoff, & Christensen, 2014).
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Results and discussion

As expected, the speed at which participants discrimi-
nated upright objects was improved by hearing the name
of the object prior to seeing it, as indicated by a 19 ms
reduction in response times relative to baseline trials in
which a noise cue was heard instead, �19 ms, 95% CI
[�27, �11], z = �4.6, p < 0.001. Conversely, if the objects
that were presented were different than the named object,
performance was impaired by 37 ms relative to noise cue
baseline trials, 95% CI [24, 50], z = 5.8, p < 0.001. The com-
bination of valid cue facilitation and invalid cue impair-
ment resulted in a total cueing effect of 56 ms, 95% CI
[44, 69], z = 8.8, p < 0.001 on trials in which no visual inter-
ference was presented (Fig. 1C). Cues did not affect
response accuracy, �0.59 log-odds, 95% CI [�1.39, 0.20],
z = �1.5, p = 0.14, likely due to the already very high accu-
racy level: the average participant made fewer than 11
errors out of 320 trials (M = 3.4%).

On trials with visual interference, the cueing effect in
RTs was reduced by 25 ms, a 45% reduction, 95% CI [�43,
�8], z = 2.9, p = 0.004 (Fig. 1C). The effect of visual interfer-
ence was greater on verbal cue trials than it was on noise
cue trials, a 14 ms difference, 95% CI [2.8, 26], z = 2.4,
p = 0.015, indicating that visual interference by itself did
not disrupt baseline image recognition. Looking only at
the noise cue trials, visual interference was not found to
slow baseline performance, a 3 ms difference, 95% CI [�4,
11], z = 0.83, p = 0.41. Post-hoc analyses revealed that the
reduction in the cueing effect was driven primarily by a
24 ms improvement in response speed on invalid cue tri-
als, 95% CI [8, 40], z = 2.9, p = 0.004. That visual noise pre-
sented during invalid-cue trials improved absolute
performance as expected if the noise disrupts incongruent
visual content activated by hearing the word, content that
otherwise interferes with locating the upright object.

Baseline error rates were not increased by visual inter-
ference on noise cue trials (Mbaseline = 3.4%, Minterference =
3.2%), �0.07 log-odds, 95% CI [�0.42, 0.29], z = �0.37,
p = 0.71. Visual interference did not affect error rates on
the invalid cue trials, (Mbaseline = 4.0%, Minterference = 3.6%),
�0.11 log-odds, 95% CI [�0.80, 0.56], z = �0.33, p = 0.74,
but visual interference did increase errors 1.6-fold on valid
cue trials (Mbaseline = 2.6%, Minterference = 4.2%), 0.48 log-odds,
95% CI [0.07, 0.90], z = 2.3, p = 0.02.

The results show that viewing colorful patterns–a form
of visual interference–disrupted a verbal cueing effect
without affecting baseline task performance. The most
parsimonious explanation is that the visual knowledge
activated by hearing a word is in part represented as visual
representations that can be partly disrupted by simply
viewing noise patterns.

Experiment 1B: Delayed visual interference still disrupts
verbal cueing of visual recognition

An alternative explanation of the results obtained in
Experiment 1A is that visual interference simply distracted
people from hearing (or otherwise processing) the auditory
word cues. We sought to rule out this possibility through
two additional experiments (1B, 1C). In 1B we compared
the effect of visual interference when it occurred during
the presentation of the word cues to when it occurred after
the presentation of the auditory word cues. If the colorful
patterns simply distracted people from hearing the word,
we expected the interference to be considerably less effec-
tive when presented after the word. If, however, visual
interference disrupts the activation of visual knowledge,
it should have a disruptive effect even if presented shortly
after the word because it is predicted to disrupt an activa-
tion trajectory unfolding on a timescale of �1.5 s (Lupyan
& Spivey, 2010; Lupyan & Thompson-Schill, 2012).

Methods

Participants
We recruited 38 University of Wisconsin-Madison

undergraduates who received course credit for
participation.

Materials and procedure
Experiment 1B was identical to 1A except the visual

interference trials were divided into concurrent trials for
which visual interference was present during the auditory
cue, as in Exp. 1A, and sequential trials for which visual
interference was present after the offset of the word cues.

To allow for sequential visual interference while keep-
ing the time between auditory cue offset and picture onset
the same for all trials, the time between all auditory cues
and the picture targets was increased from 400 ms in
Experiment 1A to � 1100 ms in Experiment 1B.

Results and discussion

There was again a large cueing effect in RTs observed on
the trials without any visual interference, 54 ms, 95% CI
[45, 64], z = 11, p < 0.001. As in Experiment 1A, no cueing
effect in response accuracy was observed, �0.14 log-
odds, 95% CI [�0.66, 0.34], z = �0.57, p = 0.57.

Visual interference during or after the verbal cue
reduced the cueing effect in RTs by 32% (17 ms), 95% CI
[3, 31], z = �2.5, p = 0.01. Delaying the onset of the visual
interference until after hearing the cue did not lessen the
impact of visual interference on the cueing effect,
Mduring = 16 ms, Mafter = 19 ms, a 3 ms difference, 95% CI
[�16, 22], z = 0.31, p = 0.75. That is, visual interference reli-
ably reduced the cueing effect (by 19 ms) even when its
presentation was delayed until after the offset of the verbal
cue, 95% CI [2, 35], z = �2.2, p = 0.028 (Fig. 1D). This shows
that visual interference did not distract participants from
listening to the word cues. As in Experiment 1A, the reduc-
tion in the cueing effect was driven primarily by an
improvement in response speed on invalid cue trials,
Mno interference = 520 ms, Minterference = 507 ms, a 13 ms
difference, 95% CI [0, 26], z = 1.9, p = 0.054.

Visual interference did not affect error rates on noise
cue trials, �0.10 log-odds, 95% CI [�0.39, 0.18], z = �0.86,
p = 0.46, on valid cue trials, �0.30 log-odds, 95% CI
[�0.66, 0.06], z = �1.7, p = 0.10, or on invalid cue trials,
0.24 log-odds, 95% CI [�0.34, 0.84], z = 0.82, p = 0.41. These
results did not differ by interference type (during or after),
p’s > 0.32, except for on noise cue trials where errors were



P. Edmiston, G. Lupyan / Journal of Memory and Language 92 (2017) 281–292 285
more likely on delayed interference trials, 0.41 log-odds,
95% CI [0.00, 0.84], z = 2.0, p = 0.047.

The results of experiment 1B show that visual interfer-
ence does not disrupt the verbal cueing effect by impairing
the initial encoding of a verbally presented cue. If it did,
visual interference should have been considerably less
effective when presented after the cue, but this was not
the case. These results further support our hypothesis that
visual interference disrupts the verbal cueing effect by
affecting visual representations. A remaining possibility is
that visual interference disrupts short-term memory for
the verbal cue, independent of whether the meaning of
the cue is represented in a visual format. We tested this
possibility in Experiment 1C.
Experiment 1C: Visual interference does not disrupt
memory for the verbal cue

We conducted Experiment 1C to rule out the possibility
that visual interference disrupts performance on any task
requiring the processing of verbal cues by, for example,
disrupting short-term memory of what the just-
presented verbal cue was. If this were the case, then the
reduction in the cueing effect observed in Experiments
1A–1B may again be due to the effect of visual interference
on processing of the verbal cue, rather than due to visual
interference affecting visual representations constitutive
of visual knowledge.

In Experiment 1C, participants performed the cued-
orientation judgment task with/without visual interfer-
ence described in Experiment 1A, but on 25% of the trials
they were instead shown a printed word and had to
respond whether it was the same as the word they had
heard earlier in the trial. We expected visual interference
to again disrupt the verbal cueing effect, but not to have
an effect on word repetition detection performance, as
detecting the repetition of a verbal label does not require
the visual representations hypothesized to be the cause
of the verbal cueing effect.

Methods

Participants
28 University of Wisconsin-Madison undergraduates

were recruited for participation in Experiment 1C.

Materials and procedure
Experiment 1C was identical to Experiment 1A except

that on a subset of trials (25%) instead of two pictures, a
single word appeared in one of the two target boxes
(left/right of fixation). Participants pressed the up arrow
key if the printed word was the same as the word they
heard previously in the trial or the down arrow if the
printed word was different from the cue word they just
heard. Of these word repetition trials, 75% of the time the
printed word was a repetition of the auditory cue.

Participants were initially allowed to respond with any
of the four arrow keys on each trial but often made
response key errors (e.g., responding left/right on a word
repetition trial). After initial data collection (N = 14), we
prevented left or right responses on word repetition trials
from registering as valid responses.

In Experiment 1C, participants heard a word on every
trial, i.e., we excluded the baseline, noise trials presented
in Experiments 1A–1B. This allowed participants to com-
plete the experiment in approximately the same amount
of time as Experiment 1A, and prevented participants from
possibly inferring after hearing a noise cue that the trial
was an orientation discrimination trial.

Results and discussion

In a replication of Experiments 1A and 1B, we observed
a reliable cueing effect on the trials without any visual
interference, 71 ms, 95% CI [57, 86], z = �9.7, p < 0.001,
and visual interference reduced this cueing effect by 39%
(a 28 ms reduction), 95% CI [9, 48], z = 2.8, p = 0.005 (see
Fig. 2, left panel).

In contrast, visual interference did not have a detrimen-
tal effect on the speed, 13 ms, 95% CI [�7, 32], z = 1.3,
p = 0.19, or accuracy, 0.14 log-odds, 95% CI [�0.20, 0.49],
z = 0.82, p = 0.41, with which repeated words were
detected.

To further rule out the possibility that the effect of
visual interference on the verbal cueing effect was related
to the effect of visual interference on the word repetition
task, we calculated the effect of visual interference for each
participant on the orientation-discrimination trials and
word-repetition trials, and evaluated the relationship
between visual interference effects across participants.
Across participants the effect of visual interference on the
orientation-discrimination trials was not predictive of the
effect of interference effect on word-repetition repetition
trials, b = 0.035, 95% CI [�0.35, 0.42], p = 0.85, providing
further evidence that the effect of visual interference on
the effect of the verbal cue was not caused by people for-
getting or not attending to the cue.

Discussion

In Experiments 1A–1C, the verbal cueing of visual
recognition was significantly reduced by visual interfer-
ence. We interpret this result as showing that the verbal
cueing of visual recognition depends on the activation of
visual representations which are interfered with by the
flashing rectangle patterns.

Together, Experiments 1A–1C rule out the main alterna-
tive explanations of the disruptive effect of visual interfer-
ence on verbal cueing. The possibility that visual
interference might be generally distracting or disrupting
was ruled out by a significant interaction between the
effect of verbal interference as a function of cue-type:
visual interference only affected performance on trials con-
taining verbal cues, and not on noise cue trials. The possi-
bility that visual interference reduced the cueing effect by
simply distracting participants from listening to the verbal
cues was ruled out by Experiment 1B which showed that
the effect of verbal interference was nearly identical
whether it occurred during the word or immediately after
the word. The remaining possibility that visual interfer-
ence might have made participants forget the verbal cue



Fig. 2. Results of Experiment 1C designed to rule out the possibility that visual interference disrupts memory for the verbal cue. Visual interference reduced
the cueing effect (left). The same visual interference did not disrupt memory for the name of the object as measured by reaction times (right) or accuracies
(not shown; see text), presumably because detecting a repeated word does not require visual representations disrupted by the visual interference. Error
lines are ±1 standard error of the model estimates (see text for model descriptions).
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was ruled out by Experiment 1C which showed the effect
of verbal interference to be selective to disrupting the ver-
bal cueing of visual recognition as it did not disrupt one’s
ability to detect the cued word presented visually.

The finding that visual interference disrupts verbal cue-
ing of visual knowledge is most parsimoniously explained
by positing that the visual knowledge activated by verbal
labels is represented (at least in part) in a visual format.
The alternative view—that visual knowledge is amodal
and distinct from visual perception—does not provide a
mechanism by which viewing task-irrelevant visual inter-
ference can selectively interfere with the activation of
visual knowledge by verbal cues.

Experiments 1A–1C show that visual interference
specifically disrupted the use of verbal cues on a visual
task—a conceptually mediated effect. Yet, the task of iden-
tifying upright images is still a visual task. The hypothesis
we are advocating—that visual knowledge is, at least par-
tially, represented in a perceptual format—does not require
the task itself to be visual. If visual interference disrupts
visual knowledge, then it may disrupt people’s ability to
answer even simple yes or no questions about what com-
mon objects and animals look like. This stronger test of
our hypotheses was investigated in Experiment 2.
Experiment 2: Visual interference disrupts verification
of visual properties

We measured the effect of visual interference on
people’s ability to answer yes or no questions about the
properties of familiar objects. Our prediction was that
visual interference would impair visual knowledge, as indi-
cated by lower accuracy and longer latency when answer-
ing questions about visual properties. Such disruptions
cannot be easily accommodated by an amodal view of
visual knowledge because on this view assessing the truth
value of verbal propositions does not require the activation
of any perceptual representations.

Methods

Participants
A total of 149 University of Wisconsin-Madison under-

graduates participated in exchange for course credit. The
original sample had 25 participants. We next conducted a
replication of the experiment with 79 additional partici-
pants. After analyzing the results of the original experiment
and the replication attempt, we recruited 45 additional par-
ticipants for a preregistered replication with minor changes
to the methods, described below. Our main hypotheses do
not differ across these experiment runs, and the results
reported below include all recruited participants. The exer-
cise of conducting the same experiment in the same lab
across multiple years has proven painfully educational. An
analysis of the experiment including differences between
runs and the motivations for the final, preregistered design
is provided in the Supplemental Materials.

Materials
We selected 30 target objects from McRae, Cree,

Seidenberg, and McNorgan (2005) with the criterion that
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each object had 4–5 listed visual features (visual form,
visual color) and nonvisual features (e.g., functional, tac-
tile, encyclopedic) equated on production frequency. The
names of the objects (‘‘alligator”, ‘‘bottle”, etc.) were
recorded by a female speaker at a normal reading rate,
and ranged in duration from 500 ms to 1000 ms. We then
constructed 538 feature-object pairings (propositions) to
use as questions in the experiment, e.g., Does it have a
hump?? camel. For half, the correct answer was ‘‘yes.”
For the remaining, the correct answer was ‘‘no”, e.g., Does
it have seeds?? camel.

Norming
The key manipulation in this study—the ‘‘visualness” of

a question—was derived from the coding of feature-
associations norms by McRae et al. (2005) in which fea-
tures are coded by the authors as being visual, auditory,
encyclopedic, etc. Of course some visual features are more
visual than others. For example although having handle-
bars and being made of metal are both coded in McRae
et al.’s norms as visual features of bicycles, having handle-
bars is arguably a more visually salient property than being
made of metal. In designing the experiment the proposi-
tions are grouped into visual and nonvisual questions,
and we collected norming data to verify that the visual
questions indeed required more visual knowledge than
the nonvisual questions as rated by independent samples
of people. Participants in the norming study also rated
the propositions for a number of plausible confounds,
including the amount of encyclopedic knowledge and the
degree to which verifying the proposition required abstract
knowledge, as well as assessing the difficulty and the
truth-value of each proposition.

Ratings were provided by participants naïve to the
visual interference manipulation recruited via Amazon’s
Mechanical Turk. Each participant was presented with 20
object-feature pairs (propositions), e.g., dog: Does it have
four legs? 145 participants provided the ratings used to
estimate the amount of visual knowledge as well as the
amount of encyclopedic knowledge, the truth-value and the
difficulty of each proposition used in Experiment 2. We
subsequently recruited an additional 120 participants to
collect ratings of the abstractness of each proposition.

Amount of visual knowledge was assessed by asking par-
ticipants ‘‘How much is it necessary to picture the object in
your mind’s eye?” in order to verify whether the provided
statement was true. Participants responded using a 5-point
Likert scale anchored at (1) None and (5) As much as possi-
ble. As expected, visual questions were rated as requiring
more visual knowledge than nonvisual questions,
Mvisual = 2.58, Mnonvisual = 2.28, p < 0.001.

Amount of encyclopedic knowledge was assessed by ask-
ing a parallel question, ‘‘How much did you rely on facts
that you might read in an encyclopedia or school text-
book?” to answer the question. Participants responded
using the same 5-point Likert scale with anchors at (1)
None and (5) As much as possible. Nonvisual questions were
rated as requiring more encyclopedic knowledge than
visual questions, Mvisual = 1.91, Mnonvisual = 2.13, p < 0.001.

Nonvisual questions included both questions pertaining
to features in other perceptual modalities (e.g., auditory
features) as well as more abstract domains (e.g., taxonomic
distinctions). To measure whether the visual interference
was sensitive to the dimension of abstractness independent
of perceptual modality, we also had participants rate each
proposition according to how likely it was that the infor-
mation was learned through one’s senses, independent of
whether those senses were visual, auditory, somatosen-
sory, etc. Specifically, they were asked, ‘‘Is this something
you can learn through your senses?” and responded on a
scale from (1) Definitely true to (5) Definitely not true. Fea-
tures that were not learned directly through the senses
were considered more abstract. Overall, nonvisual ques-
tions were more abstract than visual questions,
Mvisual = 1.9, Mnonvisual = 2.4, p < 0.001, but abstractness
was independent of amount of visual imagery, r = �0.043,
p = 0.32.

Difficultywas assessed by asking participants to rate the
proposition for how difficult it was, subjectively, to verify,
from (1) Very Easy to (5) Very Difficult. Visual and nonvisual
questions did not differ in terms of rated difficulty,
Mvisual = 1.58, Mnonvisual = 1.63, p = 0.15. Controlling for
question difficulty allows us to ensure that visual interfer-
ence was selectively disrupting the activation of visual
knowledge and not simply interfering with questions that
were more difficult.

Truth-value was assessed by asking participants to
answer the proposition (e.g., ‘‘lamp: Does it have a cord?”)
on a 5-point Likert scale from (1) Definitely No to (5) Defi-
nitely Yes. Visual and nonvisual questions did not differ in
overall truth value, Mvisual = 2.9, Mnonvisual = 3.0, p = 0.42.

Procedure
A sample trial with visual interference is shown in

Fig. 3A. Participants answered simple yes/no questions
about familiar objects (e.g., whether swans have long
necks) while looking at a blank screen (no interference)
or while looking at colorful patterns (interference).

Trials began with 1000 ms ‘‘Ready?” prompt. The
prompt was then replaced with the question (e.g., ‘‘Does
it have a long neck?”) appearing at the center of the screen.
After 1500 ms the question disappeared and after a 400 ms
delay an auditory verbal cue (e.g., ‘‘swan”) was played. On
a random 50% of trials, the auditory cue was accompanied
by colorful rectangles (‘‘Mondrians”) flashing at �100 Hz
presented centrally subtending �12� � 12� of visual angle.
We will refer to these trials as the visual interference trials.

Participants answered an equal number of visual and
nonvisual questions based on the McRae et al.’s (2005)
norms. Questions were randomly selected for each partic-
ipant such that for 75% of the trials, the correct response
was ‘‘yes”. After the offset of the final stimulus, partici-
pants saw a ‘‘?” prompt, and responded ‘‘yes” or ‘‘no” using
the keyboard. If the participant did not respond within
2000 ms, a timeout prompt was displayed and the trial
was excluded from analysis.

Participants began by completing 18 practice trials. Dur-
ing these practice trials only participants received auditory
feedback (a bleep sound for correct answers and a buzz for
errors). Participants completed approximately 200 test tri-
als, with three evenly spaced breaks. Trials were pseudo-
randomized such that participants were not asked questions
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Fig. 3. Visual interference impairs visual and only visual knowledge. (A) A sample trial in which a yes/no question is asked in the presence of visual
interference. Question type and interference condition were varied within-subjects. (B) Error rates by question type and interference condition. Questions
were created from object feature norms (McRae et al., 2005). Nonvisual questions (functional, tactile, etc.) were selected to be equal in difficulty to
questions about visual form and color. (C) Error rates across replication attempts. After running the original study and failing to replicate it, an improved
experimental design was preregistered. (D) Knowledge type by interference interaction with and without ambiguous propositions. The preregistered
experiment was conducted with ambiguous propositions removed. Error bars/bands show ±1 SE of model estimates factoring out between-subject variance.
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about the same category on back-to-back trials. Each partic-
ipant saw a given question? cue pairing only once.

Pilot study
We conducted a pilot study using the same materials

described above, but with a slight variation in the proce-
dure. In this pilot, participants heard the object cue prior
to reading the question, e.g., ‘‘camel? Does it have a
hump?” The results of the pilot study, which are reported
in the Supplemental Materials, motivated the design of
Experiment 2 in which the feature preceded the object cue.

Preregistered replication
After conducting the original study and a failed attempt

to replicate, a second replication effort was preregistered
and administered <osf.io/9dy87>. We made two changes
to the methods for the preregistered replication attempt,
neither of which affected our primary hypothesis that visual
interference would disrupt visual and only visual knowl-
edge. First, question validity was changed from 75% to 50%
in the preregistered replication. This was intended to
increase the attentiveness of the participants by preventing
them from having a ‘yes’ bias when responding. The second
change related to the response window. In the original
design, participants were prevented from responding until
after the offset of the final auditory cue, and as a result, reac-
tion times were relatively fast (M = 335 ms), suggesting that
participants were waiting to provide a response. In fact, in
the initial results visual interference was found to actually
improve response times across all trial types, �13 ms, 95%
CI [�22, �5.1], p = 0.0016, suggesting to us that the offset
of the visual interference might have unintentionally pro-
vided the participants a visual cue for the onset of the
response window. To avoid this potential confound, in the
preregistered replication participants were allowed to
respond as soon as the auditory cue began playing.
Exclusion criteria
Of the 149 participants recruited for the experiment, 12

were excluded because of experiment error in the refresh
rate of the monitor which altered the presentation rate of
the visual interference. Two additional participants were
excluded due to failure to comply with instructions.
Finally, two participants were excluded after they reported
difficulty understanding the questions in a post-study
questionnaire. The final sample had 133 participants.

We also excluded a number of propositions that proved
ambiguous. Our intention in creating propositions using
the most frequently listed object features from the
McRae et al. (2005) norms was to have propositions that

http://osf.io/9dy87


2 The impact of the ambiguous propositions is shown in Fig. 3D. Overall
the interference � question type interaction was stronger when ambiguous
propositions were excluded, 0.25 log-odds, 95% CI [�0.03, 0.53], z = 1.8,
p = 0.072, than when they were included, 0.14 log-odds, 95% CI [�0.06,
0.34], z = 1.4, p = 0.17. Given the difficulty with evaluating correctness for
the ambiguous propositions, we excluded these propositions in the
preregistered replication attempt. Without any ambiguous propositions,
visual interference affects performance on visual questions only, 0.59 log-
odds, 95% CI [0.11, 1.07], z = 2.4, p = 0.016.
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were clearly true or false. Unfortunately this method unin-
tentionally resulted in some questions being ambiguous.
Consider two such ambiguous propositions: ‘‘Does it
eat? strawberry” [no]; ‘‘Is it hunted by people?? rabbit”
[yes]. Strawberries certainly do not eat in the same sense
that animals do, but it is conceivable that some people
invoke a broader meaning of ‘‘eating” that denotes meta-
bolic processes more generally or thought the proposition
asked about people eating strawberries. Rabbits can be
hunted, but are not typical of animals hunted by people.

We identified ambiguous propositions in two ways. First,
ambiguous propositions were identified by an independent
group of participants who rated the propositions on a 5-
point scale from (1) Definitely No to (5) Definitely Yes. Propo-
sitions whose mean truth value did not differ significantly
from the midpoint of the scale (Maybe) were labeled
ambiguous, and excluded from the final sample. Ambiguous
propositions were also identified by investigating error rates
on the baseline trials without any visual interference in the
experiment. Propositions that were not reliably answered
correctly without interference were excluded.

Most of the ambiguous propositions were ones for
which the correct response was ‘‘no”. These false proposi-
tions were formed by randomly assigning a cue and feature
combination that in some cases resulted in an ambiguous
question, e.g., ‘‘It is juicy?? bottle”. Others were ambigu-
ous because they were derived from the feature production
norms even if they weren’t factually true, e.g., ‘‘Does it live
in the Arctic?? penguin”.

A total of 139 propositions (26%) were deemed ambigu-
ous by these metrics, and excluded from the final sample.
This unintentional limitation was remedied in the prereg-
istered replication in which none of the ambiguous propo-
sitions were tested. A plot of effects with and without the
ambiguous propositions across all experiment runs is
shown in Fig. 3D.

Statistical modeling
We tested the effect of visual interference on performance

using logistic and linear multi-level regression models (lme4
package; Bates et al., 2014) in R (R Core Team, 2014). In all
models we allowed overall performance (accuracy, reaction
time) to vary by participant (random intercepts).

Our primary measure was the effect of visual interfer-
ence on the likelihood of making an error. For these analy-
ses, we report the parameter estimates in the units of the
logistic regression models (log-odds). Log-odds can be con-
verted to odds via exponentiation. For example, a differ-
ence of 1.38 log-odds converts (e1.38) to a difference of
4:1 odds in favor of the event, in this case, an increase in
the likelihood of making an error. For ease of interpreta-
tion, we also report error rates.

For modeling reaction times (ms), we estimated the
degrees of freedom for the multi-level linear regression
models (and subsequent significance tests) using the
lmerTest package (Kuznetsova et al., 2014).

Results

Allmaterials, data, andanalysesareavailable fromtheOpen
Science Framework web page for this work <osf.io/s64ik>.
Accuracy analyses
The results of Experiment 2 for all runs of the experi-

ment are shown in Fig. 3. In the original sample, partici-
pants were just as likely to make an error on visual
questions (M = 4.9%) as they were on nonvisual questions
(M = 4.5%), 0.09 log-odds, 95% CI [�0.33, 0.51], z = 0.43,
p = 0.66. Visual interference significantly increased errors
to visual questions (M = 8.7%), 0.62 log-odds, 95% CI
[0.25, 1.00], z = 3.2, p = 0.001, but not to nonvisual ques-
tions (M = 3.8%), �0.17 log-odds, 95% CI [�0.61, 0.27],
z = �0.75, p = 0.45, resulting in a reliable interfer-
ence � question type interaction, 0.79 log-odds, 95% CI
[0.21, 1.37], z = 2.7, p = 0.0069 (Fig. 3C: Original). Including
the ambiguous propositions did not change this interac-
tion, 0.47 log-odds, 95% CI [0.07, 0.86], z = 2.3, p = 0.020.

When we conducted the same experiment again one
year later, we failed to replicate our original findings,
�0.32 log-odds, 95% CI [�0.76, 0.11], z = �1.5, p = 0.14,
(Fig. 3C: Replication), prompting a careful review of our
methods. We identified two potential problems with
response biases in the original design (see Preregistered
replication, above) and also removed ambiguous proposi-
tions from the set of all possible questions. We believed
these slight modifications would improve the reliability
of the effect without changing our primary hypothesis. As
expected, in the preregistered replication, the interfer-
ence � question type interaction was once again reliable
and in the expected direction, 0.59 log-odds, 95% CI
[0.11, 1.07], z = 2.4, p = 0.016 (Fig. 3C: Preregistered).
Visual interference led to an increase in error rates when
answering visual questions, Mno interference = 3.9%,
Mwith interference = 6.2%, but not nonvisual questions,
Mno interference = 4.9%, Mwith interference = 4.3%.

Combining the original experiment and the pre-
registered replication shows a highly reliable interfer-
ence � question type interaction: 0.67 log-odds, 95% CI
[0.30, 1.04], z = 3.6051, p = 0.0003. Collapsing across all
three runs of the experiment generally supports the main
conclusions drawn from the original sample and the pre-
registered replication (Fig. 3B). Participants were just as
likely to make an error on visual questions as they were
on nonvisual questions, Mvisual = 4.1%, Mnonvisual = 5.5%,
0.14 log-odds, 95% CI [�0.06, 0.35], z = 1.4, p = 0.16. With
visual interference, errors became significantly higher on
visual questions (M = 5.5%), 0.30 log-odds, 95% CI [0.11,
0.49], z = 3.2, p = 0.0014, but not on nonvisual questions
(M = 3.7%), 0.04 log-odds, 95% CI [�0.17, 0.25], z = 0.42,
p = 0.68, resulting in a marginal interference � question type
interaction, 0.25 log-odds, 95% CI [�0.03, 0.53], z = 1.8,
p = 0.072.2

http://osf.io/s64ik
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Reaction times
We did not find any selective effect of visual interfer-

ence on RTs. Unexpectedly, visual interference resulted in
faster response times for both visual and nonvisual ques-
tions. This was true both for the original design when par-
ticipants were prevented from responding until the offset
of the auditory cue, �13 ms, 95% CI [�22, �5], z = �3.2,
p = 0.0016, and in the preregistered design where the start
of the response window was simultaneous with cue onset,
�33 ms, 95% CI [�43, 22], z = �6.0, p < �0.001.3 This main
effect of visual interference did not vary for visual or nonvi-
sual questions, a difference of only 1 ms, 95% CI [�12, 14],
z = 0.13, p = 0.89.

Although there were no baseline differences in accuracy
or rated difficulty between visual and nonvisual questions,
visual questions took 25 ms longer to answer correctly
than nonvisual questions, 95% CI [18, 32], z = 7.4,
p < 0.001, raising the worry that visual questions were
somehow more difficult, and the mask made them more
difficult still. We address this possibility in several ways
in the sections below.
Ruling out confounds
In addition to selecting visual and nonvisual properties

that were equated on production frequency (seeMaterials,
above), we also explored potential differences between
visual and nonvisual properties based on our own norming
procedures.

Was the effect of visual interference confounded by ques-
tion difficulty? An alternative interpretation of our results
is that visual questions are more difficult than nonvisual
questions, a difference that was increased by visual inter-
ference. Several results speak against this interpretation.
First, the effect of visual interference was not greater for
more difficult questions as rated by naïve participants in
the norming study, 0.022 log-odds, 95% CI [�0.14, 0.18],
z = 0.28, p = 0.78. A different measure of difficulty was
obtained by measuring baseline performance (RTs) on tri-
als without visual interference. This measure of baseline
difficulty was not correlated with the difficulty as rated
by the norming participants, r = �0.039, n.s., or with accu-
racy on no-interference trials, r = 0.05, n.s. As with the sub-
jective difficulty ratings, the effect of visual interference
did not vary by baseline RTs to the question, 0.0007 log-
odds, z = 1.5, p = 0.13. A third measure of difficulty as mea-
sured by error rates on trials without visual interference
was positively correlated with normed difficulty, r = 0.27,
and by this measure, questions that were more difficult
were likely to be more affected by visual interference,
�4.77 log-odds, 95% CI [�0.14, 0.18], z = �5.0, p < 0.001.
However, including baseline error rate as a covariate did
not change the question type-by-visual interference inter-
action, 0.30 log-odds, z = 2.0, p = 0.041. Including baseline
3 Ironically part of the motivation for modifying the response window in
the preregistered design was to remedy what we found to be a confusing
improvement in correct response RTs by visual interference in the original
design. Instead, the paradoxical facilitation of RTs by the mask became even
larger. This effect may be partly explained by participants being pressured
to respond more quickly by the rapidly flashing masks, making accuracy
the better dependent variable.
RT as a covariate did not change the direction of the effect,
0.25 log-odds, z = 1.80, p = 0.07.

Was the effect of visual interference confounded by ques-
tion abstractness. To further rule out the possibility that
visual interference disrupted performance as a function
of something other than visualness, we explored whether
the effect of the interference was moderated by question
abstractness. In the analyses reported above, we distin-
guished between visual properties and other properties,
but collapsed between nonvisual abstract knowledge
(e.g., ‘‘Is a donkey a mammal?”) and knowledge concerning
other modalities (‘‘Does a donkey make noise?”). If visual
questions were less abstract and that is why they were
more affected by visual interference, then the effect of
visual interference should be greater for less abstract ques-
tions regardless of sensory modality. Visual questions were
indeed viewed as requiring more sensory knowledge/less
abstract knowledge (M = 1.9) compared to nonvisual ques-
tions (M = 2.4), p < 0.001. However, the effect of visual
interference was not sensitive to the abstractness of the
question, 0.015 log-odds, 95% CI [�0.13, 0.16], z = 0.21,
p = 0.83.
Discussion

Experiment 2 shows that people’s ability to make use of
their visual knowledge—long-term memory of what things
look like—is disrupted by a simple form of visual interfer-
ence. Visual interference disrupted performance strictly
as a function of visual knowledge rather than question dif-
ficulty, truth-value, or question abstractness. These results
highlight the selectivity of the interference: viewing color-
ful flashing rectangles affected visual knowledge, but not
encyclopedic and nonvisual sensory knowledge. The most
parsimonious explanation of the finding that people’s abil-
ity to answer simple questions about what things look like
can be disrupted by irrelevant visual inputs is that visual
knowledge is represented in a perceptual format. We dis-
cuss alternative possibilities including the role of visual
imagery and of retrieval processes in the General
Discussion.
General discussion

Simply viewing colorful rectangles interfered with peo-
ple’s understanding of the visual aspects of verbally cued
categories. Answering yes/no questions about visual prop-
erties (Fig. 3) and judging which object is correctly ori-
ented (Fig. 1) are tasks that unequivocally require visual
knowledge. That visual interference reduced the accuracy
in answering questions requiring visual knowledge and
reduced the verbal cueing effect strongly suggests that
making use of visual knowledge is mediated by perceptual
mechanisms. These results support theories that posit that
conceptual representations are distributed such that visual
attributes are represented in a perceptual format (Barsalou
et al., 2003; Pulvermüller, 2005), or at least a format that
can be easily interfered with by perceptual inputs. Our
results are difficult to accommodate by views positing that



P. Edmiston, G. Lupyan / Journal of Memory and Language 92 (2017) 281–292 291
visual knowledge is represented in an amodal format
(Mahon & Caramazza, 2008).

We recognize, of course, that people’s ability to answer
even the most visual questions remained at a high level
(90–95%) on the visual interference trials (Fig. 3B). Given
how superficial our visual interference task is—we are sim-
ply asking people to look at flashing rectangles—it should
not be surprising that people can still answer these ques-
tions quite accurately. The critical point is that even this
very simple and superficial form of visual interference
resulted in a selective increase in errors, strictly as a func-
tion of how much visual knowledge was required (Fig. 3).
The crux of our results therefore lies not with the absolute
size of the accuracy or RT differences, but with demon-
strating that visual interference disrupts visual, and specif-
ically visual, knowledge. We believe this finding is difficult,
perhaps impossible to accommodate without positing that
visual knowledge is at least partly represented using a
visual format.

It may be argued that our effects depend on participants
utilizing an explicit mental imagery strategy, and what the
visual interference is doing is disrupting these mental
images. We believe that the fast-paced multi-trial nature
of the experiments makes an explicit mental imagery strat-
egy—e.g., of the type studied by Kosslyn et al. (2001) and
Farah (1989)—unlikely, although we cannot rule it out. If
such ‘‘imagery” is causally implicated in visual knowledge,
it is not clear to us that this explanation is a true alterna-
tive to our proposal, as it would mean that answering sim-
ple questions about visual properties, and to reap the
benefits of verbal cueing, depends on visual imagery (a
perceptual process). Rather than attempting to separate
the visual aspects of object knowledge from mental ima-
gery—implicit or explicit—it may be more accurate to con-
sider mental imagery, visual long-term memory, and also
visual working memory all as processes that utilize mech-
anisms shared with visual perception (Albers et al., 2013;
Naselaris et al., 2015; Pearson, Clifford, & Tong, 2008).

A question left open by our work is whether visual
knowledge is stored within the perceptual system (e.g.,
extrastriate cortex) or if the visual system, broadly con-
strued is only involved in accessing such knowledge, which
is itself stored elsewhere. It is unclear what kind of evi-
dence could distinguish these accounts and whether such
a distinction is sensible given the difficulty of drawing
strict boundaries between content and process in the brain
(Anderson, 2011; Pobric, Jefferies, & Lambon Ralph, 2007;
Pobric, Jefferies, & Lambon Ralph, 2010; Price & Devlin,
2003).

We do not wish to argue that all knowledge is depen-
dent on modality-specific mechanisms. Knowledge of non-
visual ‘‘encyclopedic” properties was not disrupted by
visual interference and may well be represented in a more
abstract non-perceptual format. The extent to which
modality congruent interference disrupts knowledge
specific to that modality (e.g., auditory interference affect-
ing auditory knowledge) is left open for future work. How
we learn something may also prove important. For exam-
ple, that alligators have sharp teeth may be inferred after
learning that alligators are carnivores without ever having
seen an alligator. A key question for future research is how
different learning experiences shape how knowledge is
represented across individuals.

Although our work examined only the visual modality,
we expect that knowledge about other modalities similarly
depends on perceptual mechanisms and is also subject to
modality-appropriate interference. For example auditory
interference should affect auditory knowledge (Vallet,
Brunel, & Versace, 2010). That some domain-specific
knowledge depends on perceptual states is also supported
by findings that knowledge of actions and movement
depends in part on motor resources (Pulvermüller, 2005;
Yee, Chrysikou, Hoffman, & Thompson-Schill, 2013), and
that visual or auditory memory load can disrupt property
verification in the loaded modality (Vermeulen, Corneille,
& Niedenthal, 2008).
Conclusion

Simply viewing colorful patterns disrupted behaviors
that required visual knowledge, a result that is parsimo-
niously explained by the view that visual perception and
visual knowledge rely on common mechanisms. Although
much of human knowledge abstracts away from percep-
tual details, knowledge of what things look like appears
to be represented in a visual format.
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